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Abstract 

The U.S. Air Force has a continuing mission to obtain imagery of earth- 

orbiting objects. One of the means for obtaining this imagery is through the use 

of ground-based observatories. A fundamental problem associated with imaging 

objects through the atmosphere is that atmospheric turbulence inflicts a large, ran- 

dom aberration on the telescope which effectively limits the realizable resolution to 

that of a much smaller telescope. Several approaches have been taken to overcome 

these effects including pure post processing, pure adaptive optics, and hybrid tech- 

niques involving both adaptive optics and image post processing. One key result 

from past approaches is that partially compensated systems can be used in conjunc- 

tion with image processing to overcome most of the optical effects of atmospheric 

turbulence while retaining nearly the performance of a fully compensated system. 

One hybrid approach is compensated deconvolution from wavefront sensing (CD- 

WFS). This method uses wavefront sensor measurements in conjunction with short 

exposure images to improve the effective optical performance. This thesis formu- 

lates and executes a plan which allows fundamental questions regarding partially 

compensated adaptive optics performance to be answered. Specifically, imaging of 

extended objects using the CDWFS technique is investigated, through simulation. 

The simulation results demonstrate that the CDWFS technique can be used to re- 

duce the required closed-loop bandwidth of an imaging system, permitting longer 

integration times in the wavefront sensor, and thus allowing dimmer objects to be 

imaged without the use of an artificial guidestar. 

XI 



Compensated Deconvolution from Wavefront Sensing 

/.   Introduction 

1.1    Motivation 

The Air Force has a continuing mission to obtain imagery of earth-orbiting ob- 

jects. One of the means for obtaining this imagery is through the use of ground-based 

observatories. A fundamental problem associated with imaging objects through the 

atmosphere is that atmospheric turbulence inflicts a large, random aberration on the 

telescope which effectively limits the realizable resolution to that of a much smaller 

telescope. Three methods have been presented in the literature to lessen the ef- 

fects of atmospheric turbulence on ground-based telescope systems. These methods 

encompass the use of both hardware and software and include pure image post pro- 

cesssing [3, 7, 22, 24], pure adaptive optics [10, 25], and hybrid techniques involving 

both adaptive optics and image post processing [18, 19]. Hybrid approaches trade 

adaptive optics complexity for post detection image processing. The theory for these 

techniques has been developed. One key result is that partially compensated systems 

can be used in conjunction with image processing to overcome most of the optical 

effects of atmospheric turbulence while retaining nearly the performance of a fully 

compensated system. One specific hybrid approach is compensated deconvolution 

from wavefront sensing (CDWFS). This chapter provides the background necessary 

to understand the fundamental problem of atmospheric turbulence, its effect on Air 

Force adaptive optical imaging systems, and the use of CDWFS as a post processing 

technique to improve image quality. The theory for this technique is presented and 

this thesis will investigate imaging of extended objects, through simulation, using 

the CDWFS technique. 



1.1.1    Terminology. Defining the basic terms and concepts is the first 

step in understanding the theory. The following terms will be used throughout the 

remainder of this investigation. 

Phase screen: A phase screen changes the phase of an incident optical field in 

an unpredictable fashion (random). 

Subapertures: Subapertures are small regions in the telescope pupil where gra- 

dients in the phase aberration are measured. 

Deformable mirror: A flexible mirror whose surface figure can be modified at 

high speeds in response to applied electrical signal. 

Actuators: Electrical device on the deformable mirror that changes the figure 

of the mirror. 

Scintillation:   Scintillation is amplitude aberrations in the wavefront.   This 

becomes an factor when the atmospheric turbulence is strong. 

Hartmann sensor: A wavefront sensing device that measures gradients in the 

phase aberration across the telescope pupil. 

Photoevents: The creation of a free electron in the detector is called a photo- 

event. 

Influence functions: The functions that are applied to the deformable mirror 

by the actuators. In simulations, these are modeled as Gaussian functions. 

Residual wavefront error: Aberrations left in the wavefront after passing through 

an adaptive optics system. 

Optical transfer function (OTF): The transfer of frequency components of ob- 

ject intensity to image intensity by the imaging system. 

Extended objects: Objects that have width, such as satellites. 

The next section discusses atmospheric turbulence and its effects on optical 

systems. 



1.1.2 Atmospheric Turbulence. Atmospheric turbulence imposes a severe 

and fundamental limit to the resolution of ground-based telescopes [11]. Turbulent 

motion in the atmosphere causes random variations in the index of refraction of the 

atmosphere, resulting in random phase aberrations appearing in the pupil of the 

telescope. These random aberrations cause the limiting resolution of conventional 

imaging systems to be imposed by the atmosphere, rather than by the size and 

optical design of a large telescope. 

Astronomers and others concerned with the propagation of light waves through 

turbulence have developed various parameters for characterizing the severity of im- 

age degradation due to turbulence. Astronomers typically use such parameters to 

compare the relative seeing quality of candidate sites for new observatories. One 

of the most convenient and widely used measures of seeing quality was introduced 

by Fried [2] and is denoted r0, the atmospheric coherence diameter. It is defined as 

the effective diameter of a telescope for which the integral of the telescope's opti- 

cal transfer function is equal to the ensemble averaged atmospheric optical transfer 

function [12]. The parameter r0 is a function of the zenith angle of the propagation 

path, the wavelength, and the strength of the turbulence [12]. Typical values for r0 

at visible wavelengths at a good observatory range from 5 cm for poor seeing to 20-40 

cm for exceptional seeing [6]. In addition to its practical use as a measure of relative 

seeing quality, r0 is widely used in expressions for the atmospheric optical transfer 

function to simplify the forms of these expressions, and to aid in understanding their 

behavior [6]. 

A number of techniques have been proposed for compensating the effects of 

atmospheric turbulence. Pure post processing techniques use specialized image mea- 

surements and statistical image-processing algorithms to improve resolution. Pure 

predetection correction is accomplished by means of adaptive optics. Hybrid tech- 

niques combine elements of predetection correction and post detection image recon- 

struction to compensate for atmospheric turbulence.   This thesis investigates the 



imaging of extended objects using a particular hybrid technique: compensated de- 

convolution from wavefront sensing (CDWFS). The following sections present a brief 

overview of adaptive optics systems, followed by a discussion of deconvolution and 

deconvolution from wavefront sensing (DWFS) and finally introducing the CDWFS 

technique. 

1.1.3 Adaptive Optics. The notion that aberrations induced by the atmo- 

sphere could be compensated using mechanical means was first put forth by Babcock 

[1]. Babcock's conjecture arose from the realization that the physical origin of the 

turbulence-induced aberration is spatial variations in the optical path length between 

the object and the telescope. If these optical path length differences could be me- 

chanically compensated before the light is focused into an image and detected then 

the measured image will be superior to an uncompensated image. Systems which 

perform turbulence compensation using mechanical means now exist, and are gener- 

ically referred to as adaptive optics systems [7, 8]. Adaptive optics provide a means 

of sensing the atmospheric turbulence-induced aberration and, at least partially, cor- 

recting for this aberration in real time. Image quality is improved by reducing the 

aberration caused by the atmosphere and results in improved resolution. 

The key elements of an adaptive optics system include the deformable mirror 

(DM), the wavefront sensor (WFS), and an actuator command computer. The DM 

is a flexible mirror whose surface figure can be modified at high speed in response to 

applied electrical signals. Voltages applied to the actuators cause them to expand 

or contract, resulting in a change to the figure of the mirror surface. The WFS is a 

device which measures gradients in the phase aberration across small regions in the 

telescope pupil, called subapertures. The DM, WFS, and actuator command com- 

puter are arranged in a closed-loop system. Aberrated light entering the telescope 

is first reflected from the deformable mirror. Some of this light is focused to form 

an image, and some is used to provide signal to the WFS. The actuator command 

computer processes WFS measurements, and calculates the set of electrical signals 



to apply to the DM to achieve the desired DM figure. The entire process, from WFS 

measurement to DM update, must be performed at speeds commensurate with the 

rate of change of the turbulence-induced phase errors. In an ideal adaptive optics 

system the surface of the DM is configured from instant to instant to present an 

approximation to the conjugate of the turbulence-induced phase error so that the 

wave reflected from the DM will more closely approximate a plane wave. 

The fundamental limitations of an adaptive optics system are the accuracy of 

the wavefront sensors, the finite number of wavefront sensors employed across the 

wavefront surface, the finite number of degrees-of-freedom in the deformable mir- 

ror's response, and the finite system response time [24]. Photon noise imposes a 

limit on the accuracy of the wavefront sensors. At low light levels, shot noise and 

measurement noise effects in the wavefront sensor impose an additional limitation on 

sensor accuracy and seriously degrade the reconstruction process. The finite number 

of sensors employed by an adaptive optics system also limits the accuracy of the 

wavefront measurement. The finite number of degrees-of-freedom in the deformable 

mirror limits the device's response such that higher-order wavefront aberrations can- 

not be corrected. The rapid fluctuations in the phase aberrations demand that the 

reconstruction computations be performed at a rate of approximately one frame per 

millisecond at visible wavelengths. Because of these limitations, residual phase er- 

rors exist in the wavefront propagating from the deformable mirror, and these phase 

errors degrade the resulting image by scattering a fraction of the incident power 

through various random angles [21]. Hence, adaptive optics systems are incapable 

of fully compensating for phase aberrations. To obtain the highest level of opti- 

cal performance for large telescopes operating at visible wavelengths adaptive-optics 

systems can require several hundred to a few thousand wavefront subapertures and 

deformable mirror actuators. As a consequence, simpler adaptive-optics systems 

have been explored and are referred to as partially compensated adaptive-optics 

systems. 



The expense and complexity of adaptive-optics systems has motivated an in- 

vestigation into partially compensated adaptive-optics systems [13, 20, 23]. These 

systems use fewer, larger WFS subapertures and fewer DM degrees-of-freedom. Par- 

tially compensated adaptive-optics systems are defined here as systems that have 

wavefront sensor subapertures that are bigger than the atmospheric coherence di- 

ameter r0, have deformable mirror actuators that are separated by more than r0, or 

both. Adaptive-optics systems that operate in the infrared region of the spectrum 

take advantage of the fact that the relative seeing, as measured by D/r0, where D 

is the telescope diameter, is much more favorable at longer wavelengths. However, 

the diffraction-limited angular resolution is much poorer at infrared wavelengths. 

This consideration drives military systems toward operation in the visible band of 

the spectrum, while astronomical systems are being designed primarily for infrared 

operation. 

Partially compensating systems are of interest because if the image-measurement 

process is treated as being part of an image reconstruction problem, then it is pos- 

sible to obtain an excellent signal-to-noise (SNR) for high spatial frequencies with 

partially compensating systems [15, 18]. Some type of post processing, however, 

is required for partially compensating systems because the high spatial frequencies 

are highly attenuated by the telescope-adaptive optics-atmosphere system. Decon- 

volution has been successfully used to boost the high spatial frequencies in images 

measured with a partially compensated adaptive-optics system [16]. 

1.1-4 Conventional Deconvolution. Conventional deconvolution has been 

shown to successfully enhance images measured by partially compensated adaptive- 

optics systems. Conventional deconvolution uses an average OTF obtained from 

a reference source and an average image to produce the deconvolved image. The 

atmosphere-adaptive-optics partially compensated imaging system heavily attenu- 

ates high spatial frequencies. Figure 1 shows an example of an average image cap- 

tured by a partially compensated system. The attenuation of high spatial frequencies 

6 



(blurring) is clearly seen in this figure. Conventional deconvolution attempts to cor- 

Figure 1.    Average image captured by a partially compensated system with a 
1—meter telescope, mv = 0.0, and vt — 0 cm. 

rect for this blurring by recovering the high spatial frequencies with the use of an 

inverse filtering technique. Figure 2 shows the average image after conventional de- 

convolution. The image has been enhanced by increasing the high spatial frequency 

content. Conventional deconvolution, however, has an inherent problem of boosting 

high spatial frequency noise as well as the high spatial frequency content of the im- 

age. If a technique can be developed such that the OTF can be calculated for each 

realization, the object spectrum could be estimated for each realization and averaged 

over the total number of frames. This would alleviate the need to use of the inverse 

filter and would prevent high spatial frequency noise from being introduced. 

1.1.5 Deconvolution from Wavefront Sensing (DWFS). One such technique 

that has been developed meets this criterion, deconvolution from wavefront sensing 

(DWFS). Figure 3 shows the functional diagram of the DWFS technique. In addition 

to an imaging camera, a wavefront sensor is conjugated with the entrance pupil in 

order to determine the wavefront at the same time that the image is determined. 



Figure 2.    Deconvolution performed on the average image captured by a partially 
compensated system 

This approach makes is possible to obtain the OTF for each realization. Hence 

the spatial frequencies that have not completely disappeared from the image can 

be corrected. The lost spatial frequencies are different for each realization because 

of the randomness of the atmosphere. From this the entire frequency spectrum of 

the object can be restored from a sufficiently large set of short-exposure images 

and corresponding wavefronts. Equation (1) shows the estimator used to calculate 

estimated object spectrum, 

0(u,v) = 
I{u,v)(H*(u,v)) 

(\H{u,v)\*) 
(1) 

where 0(u,v) is the estimated object spectrum, I(u,v) is the image spectrum, 

H(u: v) is the estimated OTF. The estimated object is then found by inverse Fourier 

transforming the estimated object spectrum. Because all spatial frequencies can 

potentially be obtained with a large set of images/wavefronts, DWFS can provide 

reconstructed images without the high spatial frequency noise inherent with conven- 

tional deconvolution. 
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1.1.6 Compensated Deconvolution from Wavefront Sensing (CDWFS). 

The use of an alternative image-reconstruction process is explored for reconstruct- 

ing images captured by partially compensated imaging systems. A functional block 

diagram of a closed-loop adaptive-optics system that could be used to perform com- 

pensated deconvolution from wavefront sensing is shown in Figure 4. To avoid the 

analytic and computational complexities associated with deformable mirror dynam- 

ics, the unfolded, open-loop version of the adaptive-optics system, shown in Figure 5, 

is used to obtain the results presented here. Wavefront sensor measurements available 

in open-loop adaptive-optics imaging system are used to perform post processing. 

These measurements can be used to improve the instantaneous compensated opti- 

cal transfer function (OTF) under some conditions. Of necessity, this method uses 

short-exposure image measurements and simultaneous measurements from a wave- 

front sensor. The method proposed is derived from DWFS and will, for purposes 

here, be referred to as compensated deconvolution from wavefront sensing (CDWFS). 

Turbulence Corrupted 
Wave 

Telescope 
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Deformable 
Mirror 

Wavefront 
Splitter 

Image 
Measurements 

Actuator 
Computer 

Wavefront 
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Deconvolution 
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Wavefront 
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Image 

Figure 4.    Functional block diagram of a closed-loop adaptive-optics system that 
could be used for compensated deconvolution from wavefront sensing 
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Figure 5. Functional block diagram of a unfolded open-loop adaptive-optics system 
modeled in the compensated deconvolution from wavefront sensing work 
presented here 

1.2 Problem Statement 

This thesis investigates compensated deconvolution from wavefront sensing 

(CDWFS). Through simulation, the CDWFS technique is evaluated for imaging 

extended objects. The image spectrums from the CDWFS technique will be com- 

pared to the conventional deconvolution using the mean-square Fourier phase error 

as the performance metric between each of these spectrums and the actual object 

spectrum. 

1.3 Approach 

This thesis addresses the problem statement by investigating the use of the 

CDWFS technique to improve optical performance. Specifically, the simulation code 

used in reference [14] is modified to include the imaging of extended objects. Com- 

parisons are made between the CDWFS results and the conventional deconvolution 

results. The mean-square Fourier phase error is used as the performance metric in 

comparing these techniques. 

11 



This research effort employs a computer simulation as the primary research 

tool. The simulation code used by [14] is modified to include imaging of extended 

objects. The imaging package, HYSIM, is used to produce the results from the 

conventional deconvolution technique. 

1.4 Scope 

This thesis analyzes the performance of CDWFS employed as a post processing 

technique for an adaptive optics system. The primary parameters are the time delays 

in the closed-loop adaptive-optics system, the atmospheric seeing conditions, the 

light level for the image and the light level for the WFS. As a final product, this 

thesis contrasts the CDWFS technique results with the conventional deconvolution 

results. The mean-square Fourier phase error is the performance metric used in this 

comparison. The average CDWFS image and the average deconvolution image are 

also produced to show the degree of improvement of the CDWFS image. 

1.5 Chapter Outline 

The following is a brief review of the information found in each chapter of the 

thesis. 

1.5.1 Chapter 2. This chapter presents a brief overview of CDWFS as 

a post processing technique to improve image quality. The theory of CDWFS is 

described in detail. The concepts presented in this chapter provide the ground work 

for the methodology developed in chapter 3. 

1.5.2 Chapter 3. This chapter develops a detailed methodology for con- 

ducting the investigation, based on the background knowledge presented in Chap- 

ter 2. The approach used to image extended objects through simulation, is presented 

for both the CDWFS and the deconvolution techniques. 

12 



1.5.3 Chapter 4- This chapter presents the simulation results designed 

to explore the implementation of CDWFS as a post processing technique. The 

simulated results of imaging extended objects with the CDWFS technique and the 

deconvolution technique are presented and discussed. 

1.5.4 Chapter 5. This chapter states the conclusions based upon the results 

presented in Chapter 4. Chapter 5 concludes with recommendations concerning the 

implementation of CDWFS as a post processing technique. 

1.6    Summary of Key Results 

The CDWFS technique outperforms the conventional deconvolution technique 

in all cases when the mean-square Fourier phase error is used as the performance 

metric. Both techniques are evaluated under the same conditions. Under average 

seeing conditions, the CDWFS technique introduces small Fourier phase errors com- 

pared to the large Fourier phase errors introduced with conventional deconvolution 

when the the delay time in the closed-loop system is increased. When the seeing con- 

ditions are "poor", the CDWFS technique continues to provide reconstructed images 

with smaller Fourier phase errors than conventional deconvolution. The use of longer 

delay times implies that the bandwidth of operation can be reduced. This reduction 

of the closed-loop bandwidth permits longer integration times in the WFS, which 

then allows dimmer objects to be imaged without the use of an artificial guidestar. 
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II.   Background on CDWFS 

2.1 Introduction 

The theory for compensated deconvolution from wavefront sensing (CDWFS) 

has been published and has, through simulation, been verified. This chapter dis- 

cusses the use of an estimator in the image reconstruction technique, CDWFS, to 

improve optical performance. The performance metrics, signal-to-noise ratio (SNR) 

and optical transfer function (OTF), are discussed for this estimator. These metrics 

are used in [14] in evaluating the CDWFS technique. 

2.2 Estimators 

Treating the image measurement process as part of an image reconstruction 

problem allows improvement in the performance of partially compensating systems 

[15, 18]. The DWFS estimator for the object spectrum is [4, 10, 25] 

ö(«)=<™, (2) (|%)P) 

where 0(u) is the estimated object spectrum, I(u) is the instantaneous measured 

image spectrum, H{u) is the estimated instantaneous OTF, and () is used to rep- 

resent the ensemble-averaging operation. The superscript * represents the complex 

conjugate operator. It is assumed that H{u) is obtained from the wavefront sensor 

measurements of the residual phase error in the pupil of the telescope. Equation (2) 

can be rewritten using the relationship I(u) = 0(u)H{u): 

ö 0(u)(?(u)fr(u)) 

^ j (l^)l2) ^ } 
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where H(u) is the actual instantaneous OTF and 0(u) is the object spectrum. Given 

Equation (3) the DWFS transfer function S(u) can be defined as [25] 

= 0(ß = (H(umu)) 
*  V "      0(«) (|i/(u)P) l ' 

The numerator of Equation (4) attenuates the spatial frequencies of O(u), since 

the H*(u) and H{u) factors have a modulus less than one. The numerator also 

provides a degree of phase correction to the compensated OTF. The denominator of 

Equation (4) boosts the high spatial frequencies to account for attenuation caused 

by the numerator. 

It should be noted that in uncompensated imaging, the first moments, {H(u)) 

and (H(u)), are extremely small for angular frequencies higher than r0/X [6], where 

A is the mean wavelength of operation. This fact motivates the use of the second 

moment, (\H(u)\2), since it is well known that the second moment has useful values 

even at high spatial frequencies [6, 11]. 

It has been shown that for adaptive optical systems, including partially com- 

pensated systems, the average compensated OTF has useful values at high spatial 

frequencies [13, 15, 17, 20, 23]. Under these conditions it is useful to investigate 

techniques for correcting the phase of the compensated OTF to improve the effective 

imaging performance. A modification of the DWFS estimator is used for CDWFS, 

specifically, 

0(u) = </(«)i££>, (5) 
\H{u)\ 

0(u) = 0(u){H(u)?M). (6) 
\H{u)\ 

The CDWFS estimator provides phase correction to the compensated OTF H(u) by 

virtue of the fact that the term H*(u)/\H(u)\ is a unit phasor, which in the limit of 

perfect estimation of the residual aberration has the conjugate of the phase of H(u). 
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The CDWFS transfer function can be written as 

(5(u)> = (W(u)§^-). (7) 
\H(u)\ 

It should be noted that S(u) is not linearly related to the residual phase errors in the 

pupil of the telescope because there is not a linear relationship between the residual 

phase errors in the pupil of the telescope and the phase of the compensated OTF. 

Because of the nonlinearity, all the statistical quantities that need to be calculated 

are extremely difficult to obtain. For example, the first moment of the CDWFS 

estimator is a four-dimensional integral [25]. The second moment, required for the 

SNR analysis, is thus an eight-dimensional integral. Since the CDWFS estimator is 

not a linear function of the residual phase errors in the pupil of the telescope, an an- 

alytic expression cannot be evaluated for S(u). Use of the estimator in Equation (5) 

permits direct comparison between the CDWFS transfer function and the average 

compensated OTF. Because of the difficulty associated with analytically calculat- 

ing some of the statistical quantities required for prediction of the performance of 

CDWFS, a realistic simulation is used to compute all statistical quantities in the 

analysis. Section 3.2.1 discusses this simulation in detail. 

2.3   Signal-to-Noise Considerations 

The quality of a statistical estimator is typically characterized by a signal-to- 

noise ratio (SNR). The SNR is defined as [6] 

SNR =   ,meflw (8) 
Vvariance 

where the mean and variance are the quantities of interest. When a complex quan- 

tity is to be estimated, such as Z(u), the definition of the SNR generalizes to the 
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real-valued function [9] 

SNR(u) = -12ML, (9) 
yJvax[Z(u)] 

where 

™[Z(u)} = {\Z(u)\2)-\(Z(u))\\ (10) 

To analyze the SNR of 0(u), it must be noted that the signal at the image plane 

is a random process governed by Poisson statistics and that the transfer function 

S(u) is also a random process governed by the statistics of the compensated OTF 

and the estimation process for the residual phase error. Such processes are referred 

to as doubly stochastic Poisson random processes [6]. The standard methods for 

analyzing doubly stochastic Poisson random processes can be used to show that the 

SNR of 0(u), SNR(u), for a single frame SNR(u) is given by [6, 9, 15, 18] 

aNR(v) = K\On(u)\\S(u)\  

where On(u) is the object spectrum normalized to have a value of unity at u = 0, 

K is the average number of photoevents per image, QJM is the number of pixels in 

the image, and arms is the rms number of read-noise electrons per pixel in a CCD 

detector. Similarly, for the case of short-exposure image measurements the SNR for 

the compensated image measurement, SNRSE(u), is given by [15] 

CMnSE(v) =  ÜT|Qn(u)|lg(u)|  
[U)      [K + Ki\On(u)\ivar[H(u)} + QIMa?msY^ ^ 

If a sufficiently long exposure is used to allow H(u) to approach its average value 

during the length of the exposure, than the long-exposure image spectrum SNR, 

SNRLE(u), is 
^rT,rF/ .      K\OJu)\\H{u)\ ,    s 
SNRLE(u) =     '     K JU   yJ± (13) 

y/K + Q 2 
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Averaging improves the SNR in the standard way [6] 

SNRN{u) = VNSNR(U), (14) 

where SNR(u) is the expected single frame SNR and N is the number of realizations 

averaged. 

2.4    Previous Simulation Results 

Previous investigations of the CDWFS technique evaluated the performance 

for star imagery. The CDWFS transfer function was calculated with the use of 

Equation (5). The average compensated transfer function is found in the same way. 

Once averaged, these two transfer functions are compared. The first comparison 

is for various finite times required for computing and applying actuator commands 

which result in a delay between sensing and correcting for a realization of a residual 

phase error. This residual phase error changes from instant to instant. The resulting 

shape of the deformable mirror does not match the conjugate of the actual instan- 

taneous aberration. Rather, the shape matches the conjugate of a slightly earlier 

version of the turbulence-corrupted wave front, reducing the average-compensated 

OTF. The results show that the CDWFS transfer function has no advantage over 

average compensated OTF when the delay times are small. However, as the delays 

get larger, the CDWFS transfer function is greater than the average compensated 

transfer function at mid and high spatial frequencies. This improvement allows the 

bandwidth to be reduced and permits longer integration times in the WFS. Dimmer 

objects can then be imaged without the use of an artificial guidestar. 

The second comparison is made with the SNR of the CDWFS transfer function 

and the SNR of the short-exposure compensated OTF by using Equations (11) and 

(12), respectively.   By this metric, the CDWFS estimator is less noisy than the 
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compensated OTF. Although the SNR's are sensitive to the spatial sampling of the 

residual wavefront, the CDWFS estimator is superior to the compensated OTF. 

Finally, the spectral estimation of the image spectrum SNR's for the compen- 

sated image and for the CDWFS image are calculated. CDWFS provides improved 

estimation of the spectral components of an image when compared with compen- 

sated imaging alone. Higher effective cutoff spatial frequencies can also be achieved 

with CDWFS. The higher spatial frequency content, in turn, translates to higher 

effective resolution of an imaging system. 

2.5    Conclusion 

Atmospheric turbulence imposes a fundamental limit on the performance of 

any optical system. Adaptive optics systems are unable to fully compensate for the 

effects of atmospheric turbulence resulting in residual phase errors that degrade im- 

age quality. This thesis investigates the use of a post processing technique, CDWFS, 

to improve the quality of images measured by Air Force adaptive optics systems. 

The next chapter develops the methodology for conducting this investigation. 
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III.   Methodology 

3.1    Introduction 

Chapter II provided an overview of the problem of imaging through the tur- 

bulent atmosphere. The Air Force employs adaptive optics systems to compensate 

for the random phase fluctuations which result from atmospheric turbulence. Earlier 

research [24] established that adaptive optics systems cannot fully compensate for 

these phase aberrations, which means that residual phase errors exist in the wavefront 

leaving the deformable mirror. These residual phase errors significantly degrade the 

images measured by an adaptive optics system, so additional processing is needed 

to improve image quality. Roggemann and Meinhardt [14] have shown through sim- 

ulation that compensated deconvolution from wavefront sensing (CDWFS) can be 

used as a post processing technique to minimize the effects of residual phase errors 

in adaptive optics systems. The investigation presented in reference [14] used star 

imagery in evaluating the CDWFS technique. The average compensated OTF was 

compared to the average compensated CDWFS transfer function. The SNR's of each 

transfer function were also compared in this work. The Air Force, however, needs to 

image extended objects, such as satellites, with high resolution. This thesis extends 

the work done by Roggemann and Meinhardt [14] by investigating the performance 

of CDWFS for extended objects. This chapter begins by describing the simulation 

code used by [14]. Modifications to include imaging of extended objects with the 

CDWFS technique are discussed. Deconvolution is addressed to provide results from 

the conventional technique with which to compare the CDWFS results. Computer 

generated photon values are used in both simulations to simulate imaging of objects 

of varying visual magnitudes. This thesis also uses a different metric, from that used 

previously, to compare the CDWFS results and the deconvolution results. This new 

metric is the mean-square Fourier phase error. 
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3.2   Investigation of Extended Object Imaging Using CDWFS 

The simulation code used by Roggemann and Meinhardt [14] is used here with 

modifications for imaging extended objects. Computer generated photon values and 

the mean-square Fourier phase error are addressed. 

3.2.1 Simulation Code. Elements of the simulation have been carefully 

validated [17] and have been used in previous studies [18]. The functional block dia- 

gram of the unfolded, open-loop adaptive-optics modeled in the simulation is shown 

in Figure 6.   The simulation block diagram is shown in Figure 7.   A setup proce- 
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Deformable 
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Wavefront 
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Measurements 
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Computer 

Wavefront 
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' 1 

Wavefront 
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Final 
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Figure 6.    Functional block diagram of unfolded, open-loop adaptive-optics system 
modeled in the CDWFS work presented in this thesis. 

dure reads the appropriate run parameters and performs preliminary calculations 

used by the phase screen generator. The setup procedure also creates the appropri- 

ately scaled computer templates for the pupil and the wavefront sensor (WFS) and 

computes the positions of the actuators in the pupil of the telescope. 

All the adaptive optics components are assumed to have the telescope pupil 

perfectly imaged on them, and thus locations of WFS subapertures and deformable- 

mirror (DM) actuators are computed in the pupil of the telescope. A 1-meter diam- 
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Figure 7. Block diagram for simulation; vt is defined in the text. 

eter unobscured telescope is used as the telescope model. The wavefront sensor has 

12 Hartmann-type subapertures across the diameter of the telescope, for a total of 

88 subapertures in the pupil. The deformable mirror has user-select able separation 

between actuators placed on a Cartesian grid. For the results presented here the 

actuators are placed 12 cm apart in the pupil of the telescope, for a total of 57 actu- 

ators. Figure 8 shows the geometrical layout of the subapertures and the actuators, 

where d is the length of the subaperture. Atmospheric coherence lengths, r0, of 7 

and 10 cm are used in the calculations. 

The effects of atmospheric turbulence are modeled by the presence of a thin 

phase screen in the pupil of the telescope. The phase screens are generated with a 

technique known to provide statistics that possess the phase structure function for 

Kolmorgorov turbulence, D<j,{p), 

D*{p) = 6.1 
r0J 

(15) 
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Figure 8. Wavefront sensor and mirror actuator geometry 

The effects of scintillation are ignored in the simulation, though these effects can 

be significant for strong turbulence. Full-aperture tilt is perfectly removed from the 

raw turbulence-corrupted wavefront for all results shown here. 

A Hartmann sensor with square subapertures is used as the wavefront sensor. 

The model for the Hartmann sensor measurements is given in [22] and [24]. The 

Hartmann sensor model used here computes a vector of noise-free slopes from the 

input phase screen. A Gaussian random variable of appropriate variance is then 

added to the noise-free slope measurements to simulate the effects of measurement 

noise. The standard deviation, am of this random variable is determined by the 

user-specified average number of photoevents per subaperture per integration time, 

the size of the subaperture, and the atmospheric coherence diameter and is given by 

[24] 
/ 0.867T?; 

V y/Kwr0 Or, 
L>r0 

(16) 

where L is the length of one side of a subaperture, r\ is an efficiency factor with 

typical value t] =  1.5 used here, and Kw is the average number of photoevents 
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per subaperture per integration time. One specifies the locations of the Hartmann 

subapertures by providing the number of subapertures to be placed across the pupil 

of the telescope. The subapertures are placed on a Cartesian grid and the pupil is 

superimposed. All subapertures that have any portion of their area outside the pupil 

are removed. For all the results shown here, the number of samples across one side 

of a subaperture is fixed at five. 

Actuator commands are computed with the least-squares, or closed-loop recon- 

structor [17, 22]. A vector-matrix multiplication maps the Hartmann sensor measure- 

ments to the actuator command vector for the deformable mirror. The deformable 

mirror model is a continuous face sheet mirror with actuators on a Cartesian grid. 

Influence functions are Gaussian shaped [15, 24], with the 1/e distance set equal to 

the spacing between actuators. The figure of the deformable mirror, 4>DM{X)-, is the 

sum of the product of actuator commands and the actuator-influence function, 

j 

<f>DM(x) = ^2cjej(x), (17) 
i=i 

where Cj is the jth entry in the actuator command vector, ej(x) is the influence 

function of the jth actuator, and the summation is taken over the J actuators. The 

residual wavefront error </>e(x) is the difference between the incident wavefront phase 

and the figure of the deformable mirror.   The residual wavefront error is used to 

compute the instantaneous OTF, i?(u), with standard Fourier methods [5]. 

Deformable-mirror dynamics are neglected in the simulation. However, the 

effect of the delays are accounted for between sensing and correcting for a given 

realization of the turbulence-corrupted phase screen by shifting the phase screen 

along by vt, where v is the mean velocity of the phase perturbations in the pupil of the 

telescope and t is the time delay between wavefront sensing and correction. Taylor's 

frozen-field hypothesis [6] is adopted in this work. This hypothesis is implemented in 

the simulation by sensing the wavefront with the first WFS, shown in Figure 6, and 
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computing an actuator command vector. The phase screen is then translated by vt 

and subtracted from the deformable-mirror figure. Unsensed and uncorrected phases 

are shifted into the pupil of the telescope by the phase screen translation operation 

before the implementation of the deformable mirror correction. The resulting phase 

error is then passed to the second WFS in the unfolded model of the closed-loop 

system, shown in Figure 6. 

The second wavefront sensor has a geometry identical to the first wavefront 

sensor but has as its input the residual wavefront phase error. The estimate of 

the residual wavefront, </>£(x), is also computed with the least-squares reconstructor 

[17, 22] using Gaussian elementary fitting functions. However, a denser array of 

elementary functions is used to estimate residual phase. Specifically, the Gaussian 

elementary functions used to compute <j)c(x) were placed on a Cartesian grid with a 

10-cm spacing and a 1/e width equal to 10 cm. The residual phase, <j>e(x), is then 

used to calculate the estimated instantaneous OTF, H(u), by means of standard 

Fourier methods [5]. The estimated instantaneous OTF and the actual estimated 

OTF are then used to compute a single realization of the CDWFS transfer function, 

S(u). Quantities required for computation of the mean and variance of the numerator 

and denominator of S(u) and the mean and variance of the compensated OTF Hiu) 

are accumulated over a user-specified ensemble of N phase screens and stored. The 

results reported in [14] are for runs with N = 200. 

3.2.2 Extended Object Imaging. Modifications are made to the simulation 

code used by Roggemann and Meinhardt [14] to allow an investigation of imaging 

extended objects. Specifically, portions of the imaging package HYSIM are incor- 

porated into the previous simulation code and modified to perform extended object 

imaging. In the setup of the simulation, an object is read into the program and 

scaled for the proper range, wavelength, telescope diameter, and the OTF radius. 

The Fourier transform of the object is calculated and normalized. In the main loop 

of the simulation, the image spectrum is calculated from the familiar image spec- 
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trum expression, I(u) = 0(u)H(u), where H(u) is the actual instantaneous OTF. 

The image is calculated by taking the inverse Fourier transform of the image spec- 

trum. From the normalized image and the average number of photoevents per pixel, 

the Poisson image is constructed. This image is Fourier transformed to obtain the 

photon-limited image spectrum. The CDWFS image spectrum is calculated from 

I™WFS(u,v) = I(u,v)*g^ (18) 
\H(u,v)\ 

IGDWFS(u,v) = 0(u^)H(u,v)^l- (19) 
\H(u,v)\ 

where JCDWFS is the instantaneous CDWFS image spectrum, I(u, v) is the instan- 

taneous image spectrum, and H(u, v) is the estimated instantaneous OTF. The CD- 

WFS image spectrum is averaged over the N frames of data, where N = 200 for the 

results presented here. The CDWFS image is calculated by inverse Fourier trans- 

forming the average CDWFS image spectrum. 

3.2.3 Performance Metric. In order to properly interpret the improvement 

in optical performance due to the CDWFS technique, the CDWFS technique is 

compared to the conventional method of deconvolution. The metric used to compare 

the deconvolution image and the CDWFS image is the mean-square Fourier phase 

error between the actual object spectrum and each of the estimated image spectrums. 

This is accomplished through the use of 

IOBJ(U,V) = \IOBJ(U,V)\^
OB
^'

V
\ (20) 

where |/OSJ| is the magnitude of the actual object spectrum and 4>OBJ is the phase 

of the actual object spectrum. For each of the two image reconstruction approaches, 
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CDWFS and deconvolution, an estimated image spectrum is calculated 

I(u,v) = \I{u,v)\ej^u'v\ (21) 

where |/| is the magnitude of the estimated image spectrum and (j) is the phase of 

the estimated image spectrum. The mean-square Fourier phase error is calculated 

for both the CDWFS and the deconvolution image spectrums using 

\IoBj{u,v)\ei*°*^ x \I(u,v)\e^u^ = |W«,u)||/(u,u)|exp;[tej " $\   (22) 

where the phase error is determined from the exponential. Equation (23) is used to 

calculate the mean-square Fourier phase error. 

4(u,v) = ([<f>OBj(u, v)-(j)(u,v)]), (23) 

where e2(u,t>) is the mean-square Fourier phase error. The mean-square Fourier 

phase error is radially averaged for comparison purposes. 

An important point that needs to be considered when calculating the mean- 

square Fourier phase error of the actual object spectrum and the estimated image 

spectrums is that each needs to be recentroided before the difference between Fourier 

phases is calculated. Shifts between the actual object spectrum and the estimated 

spectrum results in large Fourier phase errors. Recentroiding ensures that the spec- 

trums are aligned properly before the mean-square Fourier phase errors are calcu- 

lated. Matlab is used to calculate the phase of each image and these values range 

from —7T to +7T radians. 

3.2.4 Photon Levels. An important part of good imaging includes having 

enough light to provide good reconstructed images. As the light levels decrease, the 

reconstructed images become overtaken by noise. The light levels are determined by 

the number of photons available for the WFS and for image reconstruction.  Thus 

27 



by varying the available photons for the WFS and for image reconstruction, the 

simulation can demonstrate imaging of objects of varying brightness. 

In the simulations performed by Roggemann and Meinhardt [14], the values for 

the average number of photoevents/image/integration time and the average number 

of photoevents/subaperture/integration time for the wavefront sensor were arbitrar- 

ily set. In the modifications made in this thesis, computer generated photon flux 

values are used. The program used to obtain these values was written by Terry M. 

Gray of the Kirtland AFB Phillips Laboratory passive imaging branch. The program 

calculates the photon flux detected at the ground detector based on the visual magni- 

tude of the object being imaged. The resulting photon flux then, is a function of the 

visual magnitude of the object, the mean wavelength and the wavelength bandwidth. 

Table 1 shows the photon flux values generated by this program for the imaging pho- 

ton count. The wavelength, A;m5, telescope transmission factor, T, bandwidth, BW, 

Visual magnitude Photon flux (photons/s m2) 

0.0 0.6825xl09 

1.0 0.2717xl09 

2.0 0.1082xl09 

3.0 0.4306 xlO8 

4.0 0.1714xl08 

5.0 0.6825xl07 

6.0 0.2717xl07 

7.0 0.1082xl07 

8.0 0.4306 xlO6 

Table 1. Photon flux values for the image with A img 0.7/mi, r = 0.1, BW = 10% 

and visual magnitude are input into this program and the flux values are determined 

from these input parameters. The values used to generate the photon flux values are 

shown in Table 1. Kj is the average number of photoevents/image/integration time 

and is calculated from 
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Kj = (photon flux) x (area of pupil) x (integration time), (24) 

where the area of the pupil is calculated by 7rr2, where r is the radius of the image 

pupil. The photon flux values are found in Table 1 and Table 2 shows the values 

used for the area of the pupil and the integration time. 

Area (m2) Integration Time (ms) 

Telescope (Ki) 0.785398 10 
WFS (Kw) 0.00694 3.33 

Table 2. Simulation parameters used in the calculation of Ki and Kw 

Table 3 shows the photon flux values generated for the wavefront sensor pho- 

ton count and the values of the input parameters. Kw is the average number of 

photoevents/subaperture/integration time and is calculated from Equation (25), 

Kw = (photon flux) x (area of subaperture) x (integration time),        (25) 

where the WFS photon flux value is found in Table 3 and the area of the subaperture 

and integration time are found in Table 2. Table 4 shows the calculated values of 

Ki and Kw that are used when imaging objects of various visual magnitudes. 
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Visual magnitude Photon flux (photon/ s ra2) 

0.0 0.1365xl010 

1.0 0.5434xl09 

2.0 0.2163xl09 

3.0 0.8613x10s 

4.0 0.3429x10s 

5.0 0.1365x10s 

6.0 0.5434xl07 

7.0 0.2163xl07 

8.0 0.8613xl06 

Table 3. Photon flux values for the WFS with Ximg = 0.6/mi, T = 0.1, BW = 20% 

Visual Magnitude Ki Kw 
average number of average number of 

photoevents/image/ photoevents/subaperature/ 
integration time integration time 

0.0 5360341 27798 
1.0 2133926 11063 
2.0 849800 4404 
3.0 338192 1753 
4.0 134617 698 
5.0 53603 277 
6.0 21339 110 
7.0 8498 44 
8.0 3381 17 

Table 4. Kj and Kw calculated from photon flux values 
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3.3    Conclusion 

This chapter set forth the methodology that is used to examine the CDWFS 

imaging technique. The first section describes the simulation used by Roggemann 

and Meinhardt [14]. The following section discusses the modifications made to the 

program in order to image extended objects with the CDWFS technique. Deconvo- 

lution is also discussed so that the CDWFS technique can be compared to the con- 

ventional post processing method. The mean-square Fourier phase error is developed 

in order to compare the CDWFS results and the deconvolution results. Computer 

generated photon values are incorporated into both simulations to simulate imaging 

of objects of various visual magnitudes. The results are presented in Chapter IV and 

the conclusions and recommendations are discussed in Chapter V. 
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IV.   Results 

4-1    Introduction 

This chapter explores the feasibility of using the CDWFS technique in imaging 

extended objects. Chapter three developed a methodology for conducting this inves- 

tigation. The simulation code used in reference [14] is modified to include imaging 

of extended objects, instead of star imagery that was used in previous results. The 

modified simulation produces an average CDWFS image. Deconvolution is simulated 

using HYSIM under the same conditions as the CDWFS technique. The primary 

parameters used to compare the CDWFS results and the deconvolution results in- 

clude the time delays in the closed-loop system, the atmospheric seeing conditions 

and computer generated photon values. The CDWFS image and the deconvolution 

image are compared directly for these various parameters. This comparison is per- 

formed using the mean-square Fourier phase error, e2(w, u), of each image spectrum 

estimate with the actual object spectrum. 

Four experiments are performed to test the primary parameters. Experiment 

one compares the images when the time delays (vt) in the closed-loop system are 

0, 5, 10 and 20 cm, where v is the mean velocity of the phase perturbations in 

the pupil of the telescope and t is the time delay between sensing and correcting 

for a realization of the turbulence. The distances vt used above would arise, for 

example, in the case of 20 km/h wind (that is, the velocity of the phase across the 

pupil with Taylor's frozen-field hypothesis) in a system with the following closed-loop 

bandwidths (BW's): 0 cm, BW = 00; 5 cm, BW = 111 Hz; 10 cm, BW = 55 Hz; 

20 cm, BW = 28 Hz. Changing the time delay changes the bandwidth of operation. 

Experiment two is the same as experiment one except that the atmospheric coherence 

diameter, r0, is changed from 0.10 m to 0.07 m (effectively reducing the seeing 

conditions). Experiment three incorporates the computer generated photon values. 

The visual magnitude of the object ranges from 0.0 to 8.0 and the delay time is set 
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to 0 cm.   Experiment four sets the visual magnitude to 0.0, 5.0, 7.0 and 8.0 but 

increases the delay time, vt, to 10 cm. 

For each experimental result, an average CDWFS image and a deconvolution 

image are presented for comparison of both approaches. The phase spectrum es- 

timation accuracy is obtained by computing the square of the difference between 

the actual object phase spectrum and the estimated image phase spectrum at every 

point in a sampled frequency space and then radially averaging to obtain a plot of 

the mean-square phase spectrum error as a function of the spatial frequency magni- 

tude. The normalized spatial frequency at which the radially averaged mean-square 

Fourier phase error becomes greater than 0.3 rad2, referred to as /e//, is a useful if 

somewhat arbitrary metric for determining the spatial frequency cutoff of the Fourier 

phase spectrum estimate. 

4-1.1 System Parameters. Common optical system parameters are used 

for all simulations. The simulated system is a 1 meter unobscured adaptive optics 

telescope. The imaging wavelength is 700 nm, with a 10% fractional bandwidth, and 

the wavefront sensor wavelength is 600 nm, with a 20% fractional bandwidth. The 

image sets generated by the simulation consist of 200 frames. The image photon flux 

values are calculated based on a telescope transmission factor of 0.10, the wavelengths 

given above, the bandwidths given above, and the visual magnitudes ranging from 

0.0 to 8.0. The wavefront sensor is assumed to operate at a sampling rate of 3.3 ms. 

The object used in the simulation is an Ocean Recon space satellite, and is depicted 

in Figure 9. The object array is assumed to be approximately 18 meters in length 

and orbiting at a distance of approximately 600 kilometers. 
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Figure 9. Typical Space Satellite 
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4-2   Experiment one 

This experiment is the initial investigation into the implementation of the 

CDWFS technique in imaging extended objects. The performance of the CDWFS 

technique and the deconvolution technique are compared for various delay times. 

4-2.1 Simulation Parameters. The object's visual magnitude, m„, is set 

to 0.0. The parameter r0 is set to 10 cm to simulate 'average' seeing conditions at 

a good observatory. The resulting Kj and Kw for ™>v equal to 0.0 can be found in 

Table 4. The delay time, vt, is varied from 0, 5, 10 and 20 cm, effectively decreasing 

the closed-loop bandwidth, as vt increases. 

4-2.2 Simulation Results. This experiment investigates the use of the 

CDWFS technique when the time delays are varied in the closed-loop system. Fig- 

ure 10 shows the results when the delay time, ui, is set to an ideal 0 cm. Applying 

the Fourier phase error metric to this case, yields an /e// = 99% for the CDWFS 

image and feff = 93% for the deconvolution image. Figure 11 shows the results 

when the time delay is increased to 5 cm. For the CDWFS image, feff = 89%, 

while the deconvolution image has /e// = 80%. With a delay of 10 cm, the CDWFS 

image in Figure 12 has an feff = 90% while the deconvolution image feff = 50%. 

At a delay of 20 cm, the CDWFS image has an feff = 92% and the deconvolution 

feff = 28%. Figure 14 depicts all four of the CDWFS radially averaged mean-square 

Fourier phase error curves (top) and all four of the deconvolution Fourier phase error 

curves (bottom). From these results, the CDWFS technique performs better over 

the range of time delays when the mean-square Fourier phase error is used as the 

performance metric. 
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Figure 10. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left) and the radially averaged 
mean-square Fourier phase error (bottom right) with a delay time, vt, 
of 0 cm 
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normalized spatial frequency 

Figure 11. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a delay time, vt, 
of 5 cm 
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of 10 cm 

38 



1- 

0.9- 

~ 0.8 

?   0.7 

g   0.6 

ID 
g)   0.5 

£   0.4 

■C   0.3 
3 
,0 
U-  0.2 

0.1 

— CDWFS 
— Dsoonvdut'on 

■ • 

/ 

,J      ■ 
i 
i 
i 

/ 
K" 'V ■ 

/ ./ ■ 

' , 
0.2 0.4 0.6 0.8 1 

normalized spatial frequency 
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4-2.3 Conclusion. This experiment demonstrates the effect of increasing 

the time delay in the closed-loop system. As the delay increases from 0 cm to 20 cm, 

the CDWFS Fourier phase error effective cutoff only increases at most 10%, while 

the deconvolution Fourier phase error effective cutoff increases by at most 65%. 

The CDWFS technique allows longer delay times in the closed-loop system while 

providing reconstructed images without introducing considerably more Fourier phase 

errors. The use of longer delay times implies that the bandwidth of operation can 

be reduced. This reduction of the closed-loop bandwidth permits longer integration 

times in the WFS, which then allows dimmer objects to be imaged without the use 

of an artificial guidestar. 
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4-3   Experiment two 

This experiment investigates the performance of the CDWFS technique with 

respect to 'poor' seeing conditions. The performance of the CDWFS technique and 

the deconvolution technique are compared for various time delays. 

4-3.1 Simulation Parameters. The object's visual magnitude, ra„, is set to 

0.0. The resulting Ki and Kw for mv equal to 0.0 can be found in Table 4. The 

parameter r0 is set to 7 cm to simulate "poor" seeing conditions. The delay time, vt, 

is varied from 0, 5, 10, and 20 cm, effectively decreasing the closed-loop bandwidth, 
—*    t 

as vt increases. 

4-3.2    Simulation Results. This experiment investigates the use of the 

CDWFS technique when the seeing conditions are 'poor'. Figure 15 shows the results 

for a delay time of an ideal 0 cm. The CDWFS Fourier phase error yields an feff 

= 93% and the deconvolution Fourier phase error yields an feff = 30%. Figure 16 

provides the results for a delay of 5 cm. The CDWFS Fourier phase error effective 

cutoff, feff, is equal to 85%, while the deconvolution Fourier phase error yields an 

feff = 30%. For a delay of 10 cm, Figure 17 depicts the results. The CDWFS 

Fourier phase error yields an /e// = 80% and the deconvolution Fourier phase error 

provides and feff = 25%. Figure 18 shows the results for a delay of 20 cm. The 

CDWFS Fourier phase error yields feff = 78% and the deconvolution Fourier phase 

error yields an /e// = 20%. Figure 19 depicts all four CDWFS Fourier phase plots 

(top) and all four deconvolution Fourier phase plots (bottom). As the delay increases 

from 0 cm to 20 cm, the CDWFS Fourier phase error at the worst case yields an 

feff = 78%, but the deconvolution Fourier phase error at the best case yields an 

feff = 30%. Clearly the CDWFS technique performs better than the deconvolution 

technique at 'poor' seeing conditions for all of the four delay times simulated here. 
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Figure 15. Average CDWFS image (top left), average deconvolved image (top 
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mean-square Fourier phase error (bottom right) with a delay time, vt, 
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Figure 16. Average CDWFS image (top left), average deconvolved image (top 
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Figure 18. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a delay time, vt, 
of 20 cm 
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4-3.3 Conclusion. This experiment demonstrates the effect of imaging un- 

der 'poor' seeing conditions. As the delay increase from 0 cm to 20 cm, the CDWFS 

Fourier phase error in the worst case yields fejf = 78%, while the deconvolution 

Fourier phase error in its best case yields fefj = 30%. Reducing the seeing con- 

ditions has little effect on the CDWFS technique, as can be seen from comparing 

Figure 14 (top) and 19 (top). The CDWFS Fourier phase error effective cutoff de- 

creases at most by 14% when seeing conditions are changed from 'average' to 'poor'. 

The deconvolution Fourier phase error effective cutoff decreases at most by 73%. 

The deconvolution technique generates images with high Fourier phase errors at all 

time delays. The CDWFS technique outperforms deconvolution because the 'poor' 

seeing conditions have only a slight effect on the CDWFS Fourier phase errors. 
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4-4    Experiment three 

This experiment investigates the performance of the CDWFS technique with 

respect to the visual magnitude of the object of interest. The performance of the 

CDWFS technique and the deconvolution technique are compared for various visual 

magnitudes of the object with the ideal time delay of 0 cm. 

4-4-1    Simulation Parameters. The parameter r0 was set to 10 cm to 

simulate 'average' seeing conditions. The delay time was set to an ideal 0 cm. The 

visual magnitude, mu, is varied from 0.0 to 8.0. The resulting Ki and Kw for these 

magnitudes can be found in Table 4. 

4-4-2 Simulation Results. This experiment investigates the use of com- 

puter generated photon values in simulating the effect of imaging objects of various 

magnitudes. For a mu of 0.0, Figure 21 presents the results. The CDWFS Fourier 

phase error yields feff = 95% while the deconvolution Fourier phase error yields 

feff = 90%. As the visual magnitude increases to 1.0, as in Figure 22, the CDWFS 

Fourier phase error remains at feff = 95% and the deconvolution Fourier phase er- 

ror remains at /e// = 90%. When the visual magnitude is 2.0, as in Figure 23, the 

effect of limited photons begins to surface in the deconvolution results. The CDWFS 

Fourier phase error yields feff = 93% while the deconvolution Fourier phase error 

yields /e// = 80%. At a visual magnitude of 3.0, as in Figure 24, the CDWFS Fourier 

phase error and the deconvolution Fourier phase error effective cutoffs remain the 

same as in the case of mu = 2.0. The magnitude of the Fourier phase errors increases, 

but the CDWFS Fourier phase error does not increase as much as the deconvolution 

Fourier phase error. In Figure 25 the visual magnitude is increased to 4.0. The CD- 

WFS Fourier phase error yields feff = 90% while the deconvolution Fourier phase 

error yields feff = 62%. In Figure 26 the visual magnitude is increased to 5.0. The 

CDWFS Fourier phase error yields /e// = 90% and the deconvolution Fourier phase 

error yields feff = 42%. Figure 27 shows the results for a visual magnitude of 6.0. 
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The CDWFS Fourier phase error yields feff = 85% and the deconvolution Fourier 

phase error yields feff = 43%. Figure 28 shows the results for a visual magnitude 

of 7.0. The effect of the limited number of photons available is beginning to have 

an effect on the results of the CDWFS technique, as can be seen in the CDWFS 

reconstructed image. The CDWFS effective cutoff, /e//, equal to 82%, while the 

effective cutoff of deconvolution is equal to 40%. For a visual magnitude of 8.0, 

Figure 28 shows the results. The CDWFS technique yields an /e// = 82% and the 

deconvolution effective cutoff equals 30%. The limited number of photons available 

for reconstruction has its effect on both techniques, however, the CDWFS technique 

clearly outperforms the deconvolution technique based on the mean-square Fourier 

phase error metric, as can be seen in the reconstruction images. 
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Figure 20. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m„, of 0.0 and vt = 0 cm 
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Figure 21. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mv, of 1.0 and vt = 0 cm 
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Figure 22. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mv, of 2.0 and vt = 0 cm 
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Figure 23. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially average 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m^, of 3.0 and vt = 0 cm 

54 



0.9- 

a0* < 

0   0.6 

o 
O   0.5 
10 
0 
£ a 0.4 

t   0.3 
3 
0 
"-   0.2 

0.1 

0 

■ — CDWFS 
— Deconvdution 

■ 

h 1     ,\ 

,'\1 

1 —f 

1/             ' r              i 

0.2 0.6 

normalized spatial frequency 

Figure 24. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mv, of 4.0 and vt = 0 cm 
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Figure 25. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m„, of 5.0 and vt — 0 cm 
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Figure 26. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m„, of 6.0 and vt — 0 cm 
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Figure 27. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m„, of 7.0 and vt = 0 cm 
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Figure 28. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mu, of 8.0 and vt = 0 cm 
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4-4-3 Conclusion. This experiment investigates the use of computer gen- 

erated photon values to simulate imaging of objects of various visual magnitudes. 

As the visual magnitude, rnu, is increased from 0.0 to 8.0, the CDWFS results are 

not affected by the limited number of photons available until mv = 7.0. The decon- 

volution results begin to be effected by the limited number of photons available at 

m„ = 2.0. Reducing the availability of photons available for image reconstruction 

lowers the signal and allows noise to have more of an effect. Deconvolution, how- 

ever, uses an inverse filter to boost high spatial frequencies of the image and under 

these conditions the increased high spatial frequency noise is boosted as well. These 

results clearly demonstrate that the CDWFS technique is able to image much dim- 

mer objects than the deconvolution technique. The reconstructed images provided 

by the CDWFS technique degrade only a fraction of the degradation seen in the 

reconstructed images from deconvolution. 
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4-5   Experiment four 

This experiment investigates the performance of the CDWFS technique with 

respect to the visual magnitude of the object of interest, but at a time delay of 10 cm. 

The CDWFS technique and the conventional deconvolution technique are compared 

for various visual magnitudes of the object with a delay time of 10 cm. 

4-5.1    Simulation Parameters. The parameter r0 is set equal to 10 cm 

to simulate 'average' seeing conditions. The time delay was set to a 10 cm. The 

CDWFS technique and the deconvolution technique are compared for various visual 

magnitudes of the object, but with a realistic time delay of 10 cm. 

4-5.2   Simulation Results. This experiment investigates the use of the 

CDWFS technique when the visual magnitude is varied and the time delay is set 

to 10 cm. Figure 29 shows the results for a visual magnitude of 0.0. The CDWFS 

Fourier phase error yields feff = 90% and the conventional deconvolution Fourier 

phase error yields feff — 47%. In Figure 30 the visual magnitude is set to 5.0. 

As expected, the deconvolved image is affected by the limited number of photons 

available for reconstruction. The CDWFS Fourier phase error yields /e// = 75% and 

the conventional deconvolution Fourier phase error effective cutoff equal 40%. With 

a visual magnitude of 7.0, see Figure 31, the CDWFS Fourier phase error yields 

feff = 65% and the conventional deconvolution Fourier phase error yields feff = 

30%. The CDWFS image is beginning to show the effects of the limited number of 

photons available for reconstruction, as in experiment 3. In Figure 32, the CDWFS 

Fourier phase error yields feff = 50% and the conventional deconvolution Fourier 

phase error yields feff = 25% for a visual magnitude of 8.0. Figure 33 shows the 

Fourier phase errors for all four visual magnitudes for the CDWFS technique (top) 

and for the deconvolution technique (bottom). The CDWFS Fourier phase error 

degrades as the object gets dimmer. The conventional deconvolution Fourier phase 

error yields high Fourier phase errors for all four cases. In each of the four cases, the 
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CDWFS technique outperforms the deconvolution technique when the mean-square 

Fourier phase error is used as the metric. 

4-5.3    Conclusion. This experiment investigates the CDWFS technique 

with respect to the visual magnitude of the object of interest, but at a time delay 

of 10 cm. As the visual magnitude increased from 0.0, 5.0, 7.0 and 8.0, the CDWFS 

technique produces images with lower mean-square Fourier phase errors in all cases. 

The CDWFS technique is able to image objects up to a visual magnitude of 7.0 

without being affected by the limited number of photons available for reconstruction, 

whereas the deconvolution technique begins to be affected at lower visual magnitudes 

because of the boosted high spatial frequency noise. 

62 



0.8 '    1    "——1 — ■-■■■—-r •   1 i  

0.7 —CDWFS 

N < 
TJ 0.6 

I 
— Deconvolution 

A   f\ 

P0-5 

0 
0 0-4 
10 
a 
a03 

jv ■ 
1. 
0 
'1 0.2 
0 
IL 

0.1 

rv' 
1 
1 
1 

i_—S      j —. ' 
/ 
   t.. I     

0.2 0.4 0.6 0.8 1 

normalized spatial frequency 

Figure 29. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mv, of 0.0 and vt = 10 cm 
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Figure 30. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, mv, of 5.0 and vt = 10 cm 
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Figure 31. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, m„, of 7.0 and vt = 10 cm 
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Figure 32. Average CDWFS image (top left), average deconvolved image (top 
right), long exposure image (bottom left), and the radially averaged 
mean-square Fourier phase error (bottom right) with a visual magni- 
tude, ra„, of 8.0 and vt = 10 cm 
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Figure 33. Radially averaged mean-square Fourier phase errors for the average CD- 
WFS images (top) and the deconvolution images (bottom) with visual 
magnitudes m„ of 0.0, 5.0, 7.0, and 8.0 and vt = 10 cm 
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4-6    Conclusion 

This chapter establishes that the CDWFS technique outperforms the deconvo- 

lution technique for all experiments performed when the mean-square Fourier phase 

error is used as the performance metric. The CDWFS technique outperforms de- 

convolution because deconvolution does not have an estimate of the OTF for each 

realization and therefore relies on an average OTF to reconstruct images. Deconvo- 

lution also uses an inverse filter to try to boost high spatial frequencies because the 

telescope-adaptive optics-atmosphere system highly attenuates high spatial frequen- 

cies. In attempting to boost these high spatial frequencies, deconvolution also boosts 

high spatial frequency noise. This effect is seen in the images generated by deconvo- 

lution. The CDWFS technique provides an estimate of the OTF for each realization 

thereby eliminating the need for the inverse filter and preventing the injecting of the 

high spatial frequency noise. The CDWFS technique also allows dimmer objects to 

be imaged because the longer delay times allow longer integration times in the WFS 

which then leads to reducing the operational bandwidth. 
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V.   Conclusions and Recommendations 

5.1 Introduction 

The motivation for this thesis stems from the Air Force mission to obtain 

imagery of earth-orbiting objects. Previous results [14] have shown with star im- 

agery that the CDWFS technique improves performance when the delay times in the 

closed-loop system becomes large and when the seeing conditions become "poor". 

This thesis extends the previous work by incorporating extended object imaging and 

by incorporating objects with various visual magnitudes. This chapter presents a 

brief summary of what was accomplished by this research effort and provides recom- 

mendations for future research into this area. 

5.2 Conclusions 

1. The CDWFS technique allows longer delay times in the closed-loop system 

while providing reconstructed images that increase the mean-square Fourier phase 

error only slightly. The use of longer delay times implies that the bandwidth of 

operation can be reduced. This reduction of the closed-loop bandwidth permits 

longer integration times in the WFS, which then allows dimmer objects to be imaged 

without the use of an artificial guidestar. 

2. The CDWFS technique outperforms deconvolution under 'poor' seeing con- 

ditions for all time delays investigated here when the mean-square Fourier phase 

error is used as the performance metric. The CDWFS technique provides low mean- 

square Fourier phase errors under 'poor' seeing conditions, whereas deconvolution 

introduces high mean-square Fourier phase error at all time delays. 

3. The CDWFS technique outperforms deconvolution when the visual magni- 

tude of the object is increased from 0.0 to 8.0. The CDWFS technique shows no sign 

of degradation due to the limited number of photons available for reconstruction for 

visual magnitudes of 6.0 and below. Deconvolution shows no sign of degradation due 
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to the limited number photons available for reconstruction for visual magnitudes of 

2.0 and below. These results prove once again that the CDWFS technique can image 

dimmer objects without the use of an artificial guidestar. 

4. The CDWFS technique produces reconstructed images with lower mean- 

square Fourier phase errors when compared to deconvolution for various visual mag- 

nitudes at a realistic time delay of 10 cm. The use of the WFS measurements in 

the reconstruction process improves the optical performance as measured by the 

mean-square Fourier phase error performance metric. 

5. The CDWFS technique outperforms deconvolution because deconvolution 

does not have an estimate of the OTF for each realization and therefore relies on an 

average OTF to reconstruct images. Deconvolution also uses an inverse filter to try 

to boost high spatial frequencies because the telescope-adaptive optics-atmosphere 

system highly attenuates high spatial frequencies. In boosting these high spatial 

frequencies, it also boost high spatial frequency noise. This effect is seen in the 

images generated by deconvolution. The CDWFS technique provides an estimate of 

the OTF for each realization thereby eliminating the need for the inverse filter and 

preventing the injecting of the high spatial frequency noise. 

6. An important point that was not considered when obtaining the simulation 

results, was the fact that the WFS should operate at a sampling rate of 10 x the 

closed-loop bandwidth of the system for stability reasons [14]. The photon values 

were obtained for a fixed WFS sampling rate of 3.33 ms and a fixed imaging inte- 

gration time of 10 ms. For each delay time, vt, the WFS should operate at 10 x the 

closed-loop bandwidth providing WFS integration times of 0 sec, 0.9 ms, 1.8 ms and 

3.6 ms for each 0 cm, 5 cm, 10 cm and 20 cm delay time, respectively. Using these 

values in calculating the photon values would provide results more closely related to 

actual operating conditions. 
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5.3   Recommendations for Further Research 

The simulation results show that the CDWFS technique provides better results 

when compared to conventional deconvolution when the mean-square Fourier phase 

error is used as the performance metric. The next step in evaluating the CDWFS 

technique is to do experimental testing of the technique. The capability now exists 

at Phillips Laboratory Starfire Optical Range (SOR) for conducting experiments 

to validate the theory and expose the next layer of questions regarding partially 

compensated satellite imaging systems. 

The CDWFS results could be compared against the DWFS technique to see 

how much improvement in obtained. Simulation upgrades could be an area of further 

research, as well. Specifically, CCD read noise in the WFS and in imagery and multi- 

layered turbulence could be incorporated to give that better model the real world 

applications. 
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